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1 Executive summary 

This deliverable reports on partial demonstration results. A detailed description of the 
full demonstration framework of each use case is included in this document. Each use 
case provider has also included a description of which technologies from the final 
demonstrator will be included in the partial demonstrators due at M24. As the 
demonstrators of FitOptiVis are used to provide real-world industrial implementations of 
the FitOptiVis framework an explicit relation between each demonstrator and the 
different FitOptiVis technologies that are being used in the demonstrators is also 
included in this deliverable.  
 
The second goal of this document is to provide a list of common metrics for evaluating 
the whole FitOptiVis project. Each use case leader has elaborated a list for the metrics 
that could be measured in order to evaluate its demonstrator. From the common metrics 
found across the different use cases a table with a set of common metrics is also 
provided in this deliverable. Taking as input previous work done in WP3, a set of 
common tools per use case can be found in the document. 
 
Finally, each use case provider has made explicit how to consider the feedback provided 
by the different end users that were present at the First FitOptiVis End User workshop 
held in Eindhoven in September 2019. 
 
The document is divided in use cases. Each use case has the following sections: 

¶ Full Demonstrator Description: In this section the use case providers fully 
describe what their demonstrator aims to achieve by the end of the project, It 
also includes the reference architecture of the proposed demonstrator that has 
been built with QRML, developed in WP2. In this architecture the components 
described in WP5 have been included. Finally, the demonstrator that will be 
presented in June (M24-demonstrator) is also described, as a partial version of 
the Full Demonstrator. 

¶ Use Case in FitOptiVis: In this section a brief table relating the use case with the 
different parts that are built in FitOptiVis is presented. The goal of this section is 
to show the relations of every use case with the developed technologies.  

¶ Use Case Metrics: The metrics for each use case have been defined in WP1 and 
can be found in D1.4. They are divided in User Needs and Use Case 
Requirements as means for validating and verifying the functionalities of each 
Use Case. 

¶ End User Feedback and recommendations: In this section each use case 
provider refers on how they will address the comments made by the different end 
users at the First FitOptiVis End User Workshop. 

The table below lists all the use cases and their owners within the project. Each use 
case will be analysed on validation and evaluation in this document. 
 

Use 
case 

Title UC leader Partner Email 

1 Water supply Massimo Massa  Aitek mmassa@aitek.it 

2 Virtual reality Jukka Saarinen  Nokia jukka.saarinen@nokia.com 

3 Habit Tracking Ricardo Ruiz  RGB rruiz@rgb-medical.com 

4 3D industrial 
inspection 

Santiago Cáceres 
and Ricard López 

ITI scaceres@iti.es 
rlopez@iti.es 

mailto:mmassa@aitek.it
mailto:jukka.saarinen@nokia.com
mailto:rruiz@rgb-medical.com
mailto:rlopez@iti.es
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Use 
case 

Title UC leader Partner Email 

5 Road traffic 
surveillance 

Luk§ġ Marġ²k  CAMEA l.marsik@camea.cz 

6 Multi source 
streaming 
composition 

Rob de Jong Philips rob.de.jong@philips.com 

7 Sustainable 
safe MRI 

Geran Peeren Philips geran.peeren@philips.com 

8 Robots 
calibration  

Pavel Balda REX balda@rexcontrols.cz 

9 Surveillance of 
smart-grid 
critical 
infrastructure 

Luis Medina Seven 
Solutions 

luis.medina@sevensols.com 

10 Autonomous 
exploration 

Marcos Martinez Thales 
Alenia 
Space 

Marcos.martinezalejandro@ 
thalesaleniaspace.com 

 
  

mailto:l.marsik@camea.cz
mailto:rob.de.jong@philips.com
mailto:geran.peeren@philips.com
mailto:balda@rexcontrols.cz
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2 Use Case 1 ï Water Supply 

The goal of the use case 1 is to study and implement an innovative and 
(semi)autonomous surveillance system for a water supply critical infrastructure. 
Heterogeneous SW and HW elements compose such system, including smart cameras, 
distributed video processing pipelines sensors and actuators and data processing units 
that trigger autonomous actuations. The system includes two high level goals that 
correspond to two different scenarios considered in FitOptiVis: i) unauthorized access 
detection and ii) damage/leakage detection. 
This monitoring system will require components development during the project lifecycle 
to meet end-user needs and requirements, and to apply the technologies and the 
methodologies defined during the project. These components will be part of the final 
prototype to demonstrate the benefits provided by FitOptiVis and it will include the most 
relevant components that highlight project benefits, while the remaining will be 
implemented in order to complete the system, although they will not be part of the 
validation process. 
This chapter describe a full system architecture, with the functions that will be 
implemented in the water supply monitoring system scenario. For each component there 
will be a dedicated comment related to the project scopes (e.g. a key element that 
demonstrate some aspects of FitOptiVis or a complementary element needed only to 
deploy the prototype). In particular, the focus will be on the components developed 
during the project. Such components will be further described and modelled using the 
DSL language defined in the WP2. 

2.1 Full Demonstrator Description 

The demonstration will consist of an integratedintegrated monitoring and control system 
that will be used to demonstrate its functionalities, in order to meet the user needs and 
requirements. The system adaptivity will be demonstrated at system level, as an 
adaptation of the system with respect to the external detected conditions. Moreover, 
some specific functionalities will be selected and shown to demonstrate reconfigurability 
at component level. 
Finally, there will be a differentiation also regarding the application scenario. As defined 
since the beginning of the project, use case one includes two separated scenarios. The 
first one is about water supply security focusing on unauthorised access detection. It is 
more mature and its description is already available. The second scenario is about water 
leakage detection and its details will be defined during the last year of project. 
Moreover, system adaptivity in scenario one will be implemented considering two 
different working modes: 

¶ The monitoring system usually works in a Normal mode: 

o It consists of Video Content Analysis (VCA) based on traditional 

approaches. It provides limited functionalities (e.g. only moving target 

detection inside the monitored area).  

o It requires less computational resources (processing on the edge) 

and/or less bandwidth to transmit a video flow with limited quality and 

frame rate (for streaming and processing in cloud). 

¶ When it is needed, the monitoring system can switch to Performance mode: 

o It consists of VCA based on Deep Learning approaches, able to provide 

advanced functionalities (e.g. intruder classification ï person vs 

animal, face recognition and actions or behaviour detection). 
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o It requires high computational resources (processing on the edge) 

and/or high bandwidth to transmit a video flow with proper quality and 

frame rate (for streaming and processing in cloud). 

We are also defining some policies that enable the system to switch from one modality 
to another one. Such mechanism can be briefly summarized as follows: 

¶ Trigger from Normal to Performance: Detection of a safety/security threats (e.g. 

an intruder) 

¶ Trigger from Performance to Normal: Problem solved/taken over by human 

operator 

Further and more concrete details will be provided later during the third year of project. 
A similar approach is currently under definition for the second scenario, which includes 
also the drone. It will be based on different activities done by the drone itself that may 
consist of flying to a specific destination or collecting and streaming data and/or video 
at different frame rates or quality. In particular the drone will communicate with a Ground 
Station, transmitting a video stream and telemetry data using a radio frequency channel. 
Such streams will be provided to the monitoring system using a field gateway. 
System level adaptivity will be defined in detail and implemented during the third of 
project.  
 

2.1.1 Reference Architecture 

Figure 2-1 shows the high-level architecture components of the management and 
control system for the water supply scenario. The orange modules describe components 
that will be part of the demonstrator, while the white ones are existing components that 
can be included in future applications, but are not currently part of the demonstration 
scenario. 
 

 
Figure 2-1:  Use Case 1 Full System Architecture 

 
Smart Cameras: The edge module dedicated to the management of cameras. The 
communication with the Edge Gateway is bi-directional, so that the cameras can also 
be controlled from the Cloud platform.  

 ̧ Field and Pan-Tilt-Zoom (PTZ) Camera: The physical devices, fixed and PTZ 

cameras are cabled to communicate and store the video sessions in the NVR 

modules. The PTZ camera can be remotely controlled either manually or 
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automatically based on the developed algorithms that run in the cloud within 

the Camera Manager module. 

 ̧ Network Video Recorder (NVR): This module stores the recordings from the 

camera field and applies the required video processing in order to send the 

computed information over the cloud to the Video Management System 

module. 

Smart cameras are central elements in FitOptiVis demonstrator; therefore they will be 
integrated in the final prototype. 
 
SCADA: Sensors and actuators that control the physical component of the water supply 
system (i.e. distribution tank, water pipelines) are currently monitored and manged by a 
SCADA system infrastructure. 

 ̧ SCADA sensors/actuators: Sensors and actuators of the existent SCADA 

platform on-site. 

 ̧ SCADA Gateway: the existent gateway on-site dedicated to bi-directional 

communication of the collected data from sensors. 

The SCADA is a quite important element that is out of the scope of FitOptiVis but it is 
mentioned here to give a general description of the complete control system. 
 
SCADA Management Platform: The existent SCADA management platform on-site 
that controls the water management system. In a possible future scenario, the data can 
be merged and computed on the Fitoptivis Cloud Framework and integrated in the HMI 
monitoring and actuation functionalities. 
This component could be demonstrated only at simulation level during the project (as it 
is not possible to interrupt the water distribution to citizens).  
 
Drone Management Platform: the platform dedicated to handle the drone deployment 
and the data collection. 

 ̧ Drone: the drone itself is equipped with an HD camera and with a radio 

communication module that can send the gathered telemetry or video data on 

different radio frequencies based on the required bandwidth. 

 ̧ Ground Station: acts as a ground gateway to control the drone during the flight. 

It also collects all the data gathered during the flight session and send them 

over the Edge Gateway. 

So far, these components are not yet included in the first release of the demonstrator. 
 
Heterogeneous sensors: the FitOptiVis framework is conceived to scale horizontally, 
so that other sensors can be used to gather useful information from the field scenario 
and then merged with data fusion techniques directly on cloud. 
So far, these components are not yet included in the first release of the demonstrator. 
 
Gateway to collect data: It consists of two different logical elements as described 
below: 

¶ Edge Gateways: The gateway collects all the field data coming from the Field 

cameras and the Drone Management Platform and forwards them to the Smart 

Cloud Gateway, or from the Cloud Gateway to the Field cameras.  
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¶ Cloud Smart Gateway: The module is capable of dynamic data handling, so 

that the received messages can be tagged based on metadata content and 

processed based on a high or low priority queue bi-directionally.  

In the final demonstrator they could be integrated in a unique software element 
 
Data Normalizer: retrieves the raw data collected from the field or converts the requests 
generated by the user and normalize them so that the data could be processed by either 
the edge or cloud dedicated modules. 
Video Monitoring System - VMS: The module processes the normalized data coming 
directly from the field cameras. The bi-directional flow allows to normalize a request sent 
from HMI module and forward it to the Field Camera module in case of manual override 
of the PTZ cameras. 

 ̧ Messaging and Alarms module: events and messaging are generated based 

on the processed data coming from the field NVR or the Face Recognition 

module. The events are sent to the HMI in order to be handled by the operator. 

 ̧ Camera Manager: This module is designed to handle automatically the PTZ 

camera functions based on the video processing received from the field. The 

cropped images are then stored and sent to HMI module.  

 ̧ Face Recognition: This module will perform face recognition functions based 

on the inputs received from the other camera modules. The output is sent to 

the Messaging and Alarms module in order to handle the events. 

It is important to say that this component will be included in the final demonstrator. 
 
Data Storage: the raw and the normalized data will be stored in dedicated Database 
solutions in order to correctly handle events, drones GIS (Geographic Information 
System) data and historical information with a combined use of short-term and long-term 
storage solutions. 
Public Key Infrastructure (PKI): The layer provides a set of rules, policies, software 
and procedures to manage digital certificates and public-key encryption.  
API Gateway: provides the required abstraction layer to communicate with FE 
applications through HTTP and WebSocket protocols. 
Data storage PKI and API Gateway are important components of a real system but they 
are currently out of the scope of the project. Therefore, they are only mentioned here 
but not included in the demonstrator. 
 
HMI: A Graphical User Interface to manage the monitored processes of the whole water 
supply infrastructure. There will be sections dedicated to the management and field view 
of the cameras, the drone related data (i.e. runtime position within a GIS map, pictures 
shot and video), messaging and alarms and history related data (i.e. logs, stored 
sessions recordings). To enable bi-directional communication with the field, it will be 
possible to enforce some control actions via graphical interface on the controlled 
modules through the dedicated infrastructure gateway (i.e. manual control override of 
PTZ camera). 
This component will be part of the demonstrator as it will enable to control the system, 
to view its behaviour and the data collected and processed. 
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In addition to the traditional system-wide architecture, a portion of the final demonstrator 
architecture will be also complementary presented based on the QRML DSL language, 
which can be useful to represent the hierarchical structure of the system components. 
Figure 2-2 shows an example of the UC architecture exported using DSL methodologies, 
explaining all the interfaces dependencies and the functions provided by the deployed 
modules, i.e. Smart Camera and Local Station. 

 
Figure 2-2:-Architecture of UC1 demonstrator [draft] 

 

2.1.2 M24 Partial Demonstrator 

Some components of the video monitoring system for unauthorized access will be 
demonstrated at M24.  

¶ System interface, which enables human operators to control the whole system 

and to supervise its autonomous behaviour. 

¶ Smart camera that consists of camera module to acquire images and an edge 

device in charge of process images in order to real time detect intruders in a 

restricted area. 

¶ Adaptivity will be partially demonstrated at system level as the quality of the 

monitoring will be increased or decreased according to the dangerousness of the 

detected events. 

2.1.2.1 M24 to M36 GAP 

The demonstrator at M24 will be a collection of components that will be demonstrated 
as -stand-alone systems. Such components will be - fine-tuned and modified according 
to feedback provided by reviewers (i.e. during Y2 review), and end user board. 
Moreover, such components will be integrated in a final prototype that will be 
demonstrated at the end of the project. 
In more details, at M24 the focus will be only on the first scenario, which is about 
unauthorized access detection. At M36 also the second scenario, which is about the 
detection of damage and water leakage, will be demonstrated. 

2.2 Use Case 1 in FitOptiVis. 

Include in this section a table with a relation between your demonstrator and FitOptiVis 
technologies. 
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Demonstrated Technology WP in 
FitOptiVis 

Role in Demonstrator Date for 
demonstration 
(M24/M36) 

    

Reference architecture WP2 Provide the architecture 
of the demonstrator 

M24 

Parallelization with OpenMP WP4 Speed up the processing 
of images 

M24 

Design Space Exploration for 
reconfigurability 

WP3 Provide suitable 
reconfiguration plans with 
respect to performance 
and energy/power trade-
offs 

M30 

Customizable runtime monitoring of 
hardware accelerators 

WP4 To perform the 
monitoring of some 
parameters to trigger 
reconfigurations and to 
runtime verify the system 
state. 

M30 

Assessment of the NEURAghe 
accelerators to implement UC relevant 
networks 
  

WP3 
& 
WP5 

To access the potential 
advantages/disadvantages 
of custom HW 
accelerators with respect 
to the given scenario. 

M30 

Assessment of MDC-compliant 
accelerators to implement UC relevant 
networks 
  

WP3 
& 
WP5 

To access, where present, 
the possibility of 
supporting different 
execution trade-offs 
executions. 

M30 

Video content analysis platform WP5 Core video surveillance 
and processing units used 
to monitor the water 
supply 

M24 - M36 

 

2.3 Use Case 1 Metrics 

 

2.3.1 User Needs 

User Need Validation method Comment 

   

Reliability, security and 
surveillance 
improvement 

Detection of intruders in forbidden areas 
by means of an integrated system: 
visualisation of alarms for un-authorised 
accesses and of the acquired and 
processed images in the unified FitOptiVis 
HMI (remotely installed in the control 
room). 

This is the goal of the final 
prototype. It will be validated at 
M36 and some preliminary 
evaluation could be done earlier. 

Increase monitoring 
automation 

1. Autonomous tracking of the people 

inside the forbidden/restricted accesses 

areas, using multiple fixed/PTZ cameras 

This need will be validated at M36 
when the complete prototype will 
be available. Some functions (as 
for example part of point 1 or 
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User Need Validation method Comment 

   

and the drones (in particular for remote 

zones). 

2. Capability to autonomously distinguish 

between people and animals inside the 

area, to reduce false alarms. 

3. Face recognition feature to 

autonomously verify people identity 

within the forbidden/restricted accesses 

areas to exclude authorized SAT 

employees or known guest from the 

control of their action inside the 

sensitive area. This will allow to focus on 

people who can really represent a risk 

for the infrastructure security 

point 2) could be addressed 
already at M24 

Reduction of human 
operators risks 

As a positive consequence of the increased 
monitoring automation, less human 
interventions are expected.  

The validation of these needs is 
pending as all of them are linked 
to the first one which is not yet 
validated. Increased system 
automation will pave the way to 
human intervention, recovery 
time and costs reduction. 

Recovery time 
reduction (must be 
intended as reduction 
of overall time needed 
to successfully manage 
the event that caused 
alarm) 

Reduction of intrusion detection time (real-
time) and alarm verification (real-time).  

Cost reduction Consequence of reduction of human 
operators checking images and managing 
interventions in case of danger/risk have a 
positive influence in costs reduction. 

 

2.3.2 Use Case Requirements 

ID Use Case Requirements 
 

Verification Method Comments 

A1 Integrated system SHALL enable 
(on board and/or on 
centralized) processing of 
information from smart 
cameras, heterogeneous 
sensors and drones based on 
availability of wired or wireless 
connectivity  

Comparison among 
different execution of 
video and other data 
processing on board and 
on centre. Assessment and 
evaluation of the results 
derived from the adoption 
(where possible) of 
different algorithms and 
architectures. 

 

A2 Integrated system SHALL enable 
remote control (autonomous or 
manual) of heterogeneous 
actuators, PTZ cameras and 
drones 

Remote control 
(autonomous or manual) 
of actuators and 
verification of the 
behaviour wrt the end 
user expectations. 

The system interface will be shown in 
a draft modality at M24. Regarding 
this requirement, it will be possible 
to do the following actions using 
such interface: 
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1) Control PTZ cameras 

(automatically or manually) 

2) Control the drone 

3) Ongoing definition of which 

are the actuations that can 

be showcased 

Note: all these functions will be 
demonstrated between M24 and 
M36 

A3 Integrated system SHALL be 
able to support computing 
heterogeneity, leveraging on 
FPGA platforms on the edge for 
developing accelerators and 
monitoring systems and 
SHOULD enable support of 
adaptivity by means of HW 
reconfiguration 

Assessment and 
evaluation of the results 
derived from the adoption 
(where possible) of 
different accelerators and 
HW/SW partitioning 

Currently different FPGA based 
accelerators are under development. 
MDC-based accelerators and AIPHS 
monitoring infrastructure are already 
integrated and assessed on a small 
video processing testcase. Stand-
alone assessment on use case 
relevant algorithms are intended to 
be carried out by M30 to identify 
whether there will be any advantage 
in integrating them in the final 
demonstrator. 

B1 Integrated system SHOULD 
make available a single unified 
HMI, easy to use and with a 
short and simple training 

Verification whether all 
the installed sensors and 
actuators can be managed 
by the same HMI. 
End users feedback will be 
collected and analysed to 
confirm the completeness 
and the ease of use of the 
HMI. 

This verification will start as soon as 
the interface is available. SAT 
employees will be involved to fill a 
questionnaire to collect relevant 
feedback about the usability of such 
interface (M24-M36). These 
feedbacks will be collected and 
evaluated periodically as they could 
improve the refinement of the 
interface. Final evaluation will be 
presented at M24 

B2 When the operator visualizes an 
alarm, she/he SHOULD be 
enabled to implement 
appropriate countermeasures 
or supervise the actions 
executed automatically by the 
system.  

Check if the correct 
corresponding 
countermeasures are 
automatically 
implemented (or taken) 
when the different 
suspicious events are 
detected. 

To demonstrate this requirement 
UC1 partners with the supervision of 
SAT will define a specific sequence of 
countermeasures that corresponds 
to each detectable threat. They will 
produce a short description of such 
countermeasures at M24, while their 
correct implementation will be 
verified and demonstrated between 
M24 and M36. 

F1 Each abnormal event detection 
SHOULD generate an alarm 
displayed on HMI, the alarm 
SHOULD remain in the "to be 
taken in charge" state until the 
operator visualizes it.  

Check if the proper alarms 
are correctly and 
effectively displayed on 
the HMI in a visible and 
intuitive (for the operator) 
way when an event 
ŎƭŀǎǎƛŦƛŜŘ ŀǎ άǇƻǘŜƴǘƛŀƭƭȅ 
ŘŀƴƎŜǊƻǳǎέ ƻŎŎǳǊǎΦ  
Check if the alarm remains 
in evidence on the HMI 

Events will be simulated to verify if 
the system can detect them correctly 
and generate the correct alarms to 
be displayed on the interface. The 
detection of such events will trigger 
the countermeasures considered in 
the previous requirement (B2). 
Therefore, the demonstration of this 
requirement will be carried out 
together with the previous one. 
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until the operator confirm 
the alarm notification 

F2 Each event detection SHALL be 
georeferenced and the 
coordinates SHALL be shared 
with the whole system 

Simulations of different 
relevant events in known 
positions. Check if the 
detected locations are 
correct and properly 
displayed on the HMI 

The HMI of the system contains 
different view modalities. One of 
them is a map of the monitored area 
where data collected by sensors and 
cameras as well as their status and 
position are shown in real time. This 
map will be shown at M24 with 
simulated data and sensors while 
between M24 and M36 it will be 
populated with data from real 
sensors and cameras.   

F3 The drone SHOULD navigate 
through the area where the 
event has been detected and 
patrol it. PTZ cameras SHOULD 
be automatically oriented to 
monitor the same areas  

Simulations of different 
events in known locations 
to check if these events 
are visible using cameras 
(including also the one 
installed on the drone). 

Algorithms to automatically orient 
PTZ cameras are under development 
and some preliminary results could 
be already available at M24. Such 
requirement will be completely 
demonstrated at M36. Italian laws 
are quite restrictive concerning the 
use of drones. Therefore, due to such 
limitation there could be some issues 
related to the drone patrolling. 

F4 HMI SHOULD show and store all 
the video streams acquired in 
the area where the event has 
been detected. It SHOULD also 
show the data acquired by 
sensors in the same area 
(including video and data from 
drone).  

Simulations of different 
events in known locations 
to check if the right videos 
and data are available and 
easily retrievable on the 
HMI. 

This requirement will be verified 
during between M24 and M36. 

F5 The system SHALL detect 
intrusions in restricted areas, 
unauthorized accesses, leakages 
and damages  

Simulations of these 
events and check if the 
system can really detect 
them. 

Scenario 1 includes intrusion and 
unauthorized access detection while 
Scenario 2 includes leakage and/or 
damage detection. Scenario 1 will be 
partially demonstrated at M24. Both 
scenarios will be fully demonstrated 
at M36. 

F6 Functional adaptivity SHOULD 
be enabled at the hardware 
accelerators level (accelerated 
functionality may change, e.g. 
video processing such as 
enhancement, filtering, coding) 

Comparison among 
functional mode where 
possible. 

MDC-based accelerators already 
proved in other contexts to be able 
to support functional adaptation. In 
the context of this use case, given 
the provided applications, it is more 
likely that non-functional oriented 
adaptation and trade-offs 
management will be implemented at 
the accelerator level. 

NF1 The UI SHOULD be easy to use 
for a trained factory operator  

End users feedback will be 
collected to evaluate the 
usability of the HMI 

The verification of this requirement 
will be done in the same way with 
respect to requirement B1 

NF2 Real time monitoring SHOULD 
not affect the system's 
performance  

Comparison among 
monitoring-enabled and 

This requirement is under revision, it 
could be updated, therefore it will be 
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monitoring-disabled 
infrastructures. 

reconsidered later, during the third 
year of project 

NF3 The time between the detection 
and the alarm SHALL be few 
seconds 

Simulations of events at 
known moment to 
measure the time between 
the event simulation and 
the alarm generation. 
Collect the feedback of the 
end users to understand 
which alarms should be 
spread immediately and 
which can be treated with 
less urgency 

This assessment will be done during 
the last year of the project. Time log 
will be carefully considered. 

 

2.4 End user feedback and recommendations 

During the first workshop, end user board discussed and analysed each use case in 
detail providing relevant guidelines and suggestions.  
In particular, regarding use case 1, the discussion covered both scenarios, the 
ñUnauthorised accessò and the ñLeakage/Damage Inspectionò. In particular, the first 
scenario was analysed in detail. The main outcomes of this discussion are reported here 
below, adding some explanation on how they have been addressed in the scenario 
development. 
End user stressed the importance of finding an optimal compromise between resource 
consumption (in terms of energy consumption, computational power and bandwidth) and 
performance. The ideal (utopic) solution is to minimize the first while maximizing the 
latter, but obviously this is not always possible. As a consequence, in particular for a 
distributed monitoring system, this balancing is particularly relevant. 
Partners involved in UC1 we have taken into consideration this recommendation. In 
fact, the monitoring system under development has been designed to have adaptivity at 
system and component level, as previously described. Therefore, it will be possible to 
adapt performance and resource consumption at both levels. 
End user highlighted the importance of the automation for a monitoring system, and 
particularly for security applications like unauthorized access detection. Such 
importance increases if it is applied to monitor a critical infrastructure like a water supply 
system. 
This recommendation is perfectly aligned with respect to UC1 partnersô vision. As a 
matter of fact, system automation is a relevant feature for use case 1 already identified 
during the requirement definition in WP1. As a matter of fact, it represents an important 
improvement with respect to the system currently adopted to monitor the water supply. 
Such system has a very limited automation as unauthorized accesses are detected by 
a human operator that has to be physically on the field. The final prototype will provide 
important benefits as it will automatically detect presence of introduces inside restricted 
areas, analysing images acquired by cameras. In this way a human operator will be able 
to control the situation remotely from a control room reducing reaction time, limiting the 
costs of the intervention and avoiding exposure to potentially dangerous situations. 
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3 Use Case 2 ï Virtual Reality 

3.1 Full Demonstrator Description 

 
VIDEO-BASED POINT CLOUD COMPRESSION IN VIRTUAL REALITY USE CASE 
 
In the present deliverable, D6.1,  we will give an overview of the current Video-based 
point cloud compression (V-PCC) demo implementation, its encoding and decoding 
characteristics. Furthermore, a description of the requirements and envisioned 
applications for V-PCC is also provided. It is expected that with the emergence of new, 
immersive 3D media applications, point clouds and compression technologies, such as 
V-PCC, will become an indispensable component for representing, delivering, and 
visualizing 3D representations and objects in VR / AR environments. 
 
Real-time 3D scenery detection and ranging has become an important issue for the 
emerging field of Virtual Reality (VR) applications. These VR technologies require 
efficient 3D imaging representations in terms of complexity of rendering, ease of 
management, compression, and capture, among others. The point cloud representation 
is a good compromise that can address all of these market and application requirements. 
Therefore, Nokia has selected Video-based point cloud compression as the core 
technology enabler in the VR Use Case [1-2,7]. 
 
The main philosophy behind V-PCC is to leverage existing video codecs for 
compressing the geometry and texture information of a dynamic point cloud. This is 
essentially achieved by converting the point cloud into a set of different video 
sequences. In particular, three video sequences, one that captures the geometry 
information, another that captures the texture information, and one that captures the 
occupancy information of the projected point cloud data, are generated and compressed 
using existing video codecs, such as MPEG-4 AVC, HEVC, AV1 etc. Additional 
metadata, which is needed for interpreting the two video sequences, so called auxiliary 
patch information, is also generated and compressed separately. The video generated 
bitstreams and the metadata are then multiplexed together so as to generate the final 
point cloud V-PCC bitstream. 
 
It should be noted that the metadata information represents a relatively small amount 
(i.e., 2-5%) of the overall bitstream. The bulk of the information is handled by the video 
codec. Figure 3-1 and Figure 3-2 provide an overview of the V-PCC compression and 
decompression processes, respectively. Next we provide an overview of the V-PCC 
process, its encoding and decoding characteristics as part of FitOptiVis solution [1-2,7]. 
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Figure 3-1 V-PCC encoding Process 

 
 

 
Figure 3-2 V-PCC Decompression Process 

Encoding process 

 
V-PCC exploits a patch-based approach to segment the point cloud into a set of clusters 
(or patches). These patches can be mapped to a predefined set of 2D planes through 
orthogonal projections, without self-occlusions and with limited distortion. The objective 
is to find a temporally coherent, low-distortion, injective mapping, which would assign 
each point of the 3D point cloud to a cell of the 2D grid. Maximizing temporal coherency 
and minimizing distance/angle distortions enable the video encoder to take full 
advantage of the spatiotemporal correlation of the point-cloud geometry and attribute 
signals. 
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A mapping between the point cloud and a regular 2D grid is then obtained by packing 
the projected patches in the patch-packing process. During the patch-packing process, 
it is possible to iteratively place patches in an image of size width × height. The patch-
packing strategy may be different from encoder to encoder, and it can have a 
considerable impact on compression efficiency. 
 
For example, an encoder may choose to exploit temporal correlation between patches. 
In such a scenario, patches with similar content could be placed in similar positions 
across time, generating a more temporally coherent video sequence. 
 
Once patch packing is done, 2D images that represent the point-cloud geometry, its 
attributes, and occupancy (see details below) are generated, optionally scaled to a 
different resolution from their original (referred to as the nominal) resolution, and then 
compressed with any existing video codec. 
 
The geometry image can be generated by inserting the depth values in the Luma 
channel of the image. However, a patch can have multiple points being projected to the 
same 2D pixel location. To handle such cases, the V-PCC standard allows the encoder 
to use up to 16 layers to store overlapping points. 
 
Because the mapping between the point cloud and the 2D grid is not bijective, an extra 
binary image, referred to as the occupancy map, is needed to distinguish between the 
filled (i.e., associated with a point) and the empty (i.e., not associated with any point) 
cells of the grid. Similar to the geometry and attribute video sequences, the occupancy 
map video sequence can also be downscaled and then compressed using 2D-based 
image or video codecs. 
 
All patch information that is required to reconstruct the 3D point cloud from the 2D 
geometry, attribute, and occupancy videos also needs to be compressed. Such 
information is encoded in the V-PCC patch sequence substream. 
 
V-PCC introduces a new codec specifically optimized to handle this substream, which 
occupies a relatively small amount of the overall bitstream (i.e., lower than 5%). 
Additional information needed to synchronize and link the video and patch substreams 
is also signalled in the bitstream. 
 
V-PCC can support multiple attributes per point. Supported attributes currently include 
texture, material ID, transparency, reflectance, normal, and user-defined attributes. 
Each attribute may have multiple instances (e.g., view-dependent texture). However, for 
most common applications, only texture/colour information is currently expected. 
Because the reconstructed geometry can be slightly different from the original one, the 
special transfers the colour from the original point cloud to the reconstructed point cloud 
when generating the attribute images. 
 
The recolouring procedure considers the colour value of the nearest point from the 
original point cloud as well as a neighbourhood of points closer to the reconstructed 
point to determine the new colour value. Once the colour values are known, the special 
maps the colour from 3D to 2D using the same mapping applied to the geometry. A 
similar process could be used for other attribute types. 
 
During the encoding process, the empty space between patches is filled by using a 
padding function, which generates a piecewise smooth image suited for video 
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compression on geometry and attribute images. The V-PCC bitstream is then formed by 
concatenating the various encoded information (i.e., occupancy map, geometry, 
attribute, and patch sequence substreams) into a single stream. This is done by 
encapsulating these substreams into V-PCC data units, each consisting of a header and 
a payload. 
 
The V-PCC unit header describes the V-PCC unit type. Currently, five different unit types 
are supported. The sequence parameter set (SPS) unit type describes the entire V-PCC 
bitstream and its subcomponents. The remaining unit types include the occupancy-
video, geometry-video, attribute-video, and patch-sequence data units, which 
encapsulate the occupancy map, geometry, attribute, and patch sequence substreams, 
respectively. 
 
Decoding process 

 
The V-PCC decoding process is split into two phases: 1) the bitstream decoding process 
and 2) the reconstruction process. The bitstream decoding process takes as input the 
V-PCC compressed bitstream and outputs the decoded occupancy, geometry, and 
attribute 2D video frames, together with the patch information associated with every 
frame. The reconstruction process uses the patch information to convert the 2D video 
frames into a set of reconstructed 3D point-cloud frames. 
 
Although the decoding process should be bit-exact and fully comply with the V-PCC 
specification, the same requirement does not apply to the reconstruction process. For 
instance, different implementations may choose to apply different up-sampling filters 
(i.e., filters for chroma up-sampling or for resampling to the nominal resolution) and 
include additional post-filtering and artefact-reduction methods after video decoding as 
well as advanced 3D filtering methods during the reconstruction process. 
 
The reconstruction process requires the occupancy, geometry, and attribute video 
sequences to be resampled at the nominal 2D resolution specified in the SPS. The 
resampled videos are then used for the 3D reconstruction process, which consists of 
two main steps: 1) the geometry and attribute reconstruction and 2) the geometry and 
attribute smoothing. 
 
The patch-packing process is constrained to guarantee no overlapping between 
patches. Furthermore, the bounding box of any patch, expressed in terms of T × T 
blocks, where T is the packing block size, should not overlap with any T × T block 
belonging to a previously encoded patch. Such constraints make it possible to 
determine, for each T × T block of the packing grid, the patch to which it belongs by 
analysing the 2D bounding boxes of all patches. The T × T blocks are then processed 
in parallel to generate the point-cloud geometry and attributes. For each cell of a T × T 
block, the corresponding pixel in the occupancy map is used to determine whether the 
cell is full or empty. If the cell is full, a 3D point is generated two different procedures, 
depending on the type of the patch. 
 
V-PCC supports the concept of regular patches, which use the patch projection method 
described earlier. For regular patches, the 3D point Cartesian coordinates are computed 
by combining the depth information stored in the geometry image with the cellôs 2D 
location, the patchôs 3D offset, and the 2D projection plane. The attribute values 
associated with the reconstructed points are obtained by sampling the 2D attribute 
frames at the same grid location. 
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Because of the lossy nature of the video compression process, discontinuities may be 
introduced at patch boundaries in both the geometry and attribute signals. This may 
affect the visual quality of the reconstructed point cloud. Such artefacts could be 
alleviated by applying a smoothing process. Such a smoothing process consists of 
updating the position and attribute values of each boundary point with a weighted 
average of the position and attribute values of each pointôs nearest neighbors in 3D 
space. 
 
Representations and Computational Algorithms in V-PCC 
 
This document provides a description of the representations and computational 
algorithms and best practices for pre and post processing used in V-PCC. The Test 
model Category 2 v8 (TMC2v8) in MPEG describes the coding features that are under 
a coordinated test model study by 3DG as potential point cloud coding technology. The 
Test Model video-based point cloud compression (V-PCC) is a new project that was 
started after the Call for Proposals (CfP) for Point Cloud Coding [3]. The core encoding 
and decoding process for V-PCC were inherited from the solution that demonstrated the 
highest compression efficiency among all proponents as was agreed during the MPEG 
119 meeting in Macau. The V-PCC solution is video codec agnostic, however, in the 
current testing procedure, HM [4] HEVC encoder implementation is used for video-
based coding. 

The ISO/IEC MPEG (JTC 1/SC 29/WG 11) group is studying the potential need for 
standardization of point cloud coding technology with a compression capability that 
significantly exceeds that of the current approaches and will target to create the 
standard. The group is working together on the exploration activity in a collaborative 
effort known as the 3 Dimensional Graphics Team (3DG) to evaluate compression 
technology designs proposed by their experts in this area. Nokia has been an active 
partner in this group. 

 
Point Cloud Representation in V-PCC 
 
Each point cloud frame represents a dataset of points within a 3D volumetric space that 
has unique coordinates and attributes. An example of a point cloud frame is shown in 
Figure 3-3. 
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Figure 3-3. Point cloud sample image (1 frame). 

The reconstruction process for proposed pipeline elements is described on Figure 3-4 
starting form the atlas information and adding the occupancy map, the geometry and the 
attributes information to the reconstruction process. 
 

    
a) b)  c)                        d) 

Figure 3-4. Point cloud reconstruction process: a ς atlas; b ς atlas and occupancy map; c ς atlas, occupancy map 
and geometry, d ς atlas, occupancy map, geometry and attribute. 

 
Patch Description in V-PCC 
 
The patch in the V-PCC notation is a collection of information that represents a 3d 
bounding box of the point cloud and associated geometry and attribute description along 
with the atlas information that is required to reconstruct the 3d point positions and their 
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corresponding attributes from the 2d projections. The graphic representation of the patch 
is provided on Figure 3-5.  
 

  
a) 3d point cloud domain   b) 2d projection domain 

Figure 3-5. Patch description and associated patch information for atlas data. 

Patch axis orientation (tangent, bitangent, normal axis) depends on the projection plane 
index (PduProjectionPlane), and patch projection mode. It should be noted that any side 
of the bounding box and additional 45 degree diagonal projections may be a projection 
plane. The origin of the patch bounding box is the nearest vertex to the point cloud 
coordinates origin point O (see Figure 3-5 a). The projection image is divided into tile 
groups. The origin point of the patch projection is the nearest point to the patch tile group 
origin point O (see Figure 3-5 b). 
 
The patch information is generated per each point cloud frame unless the information is 
considered static, in this case the atlas information shall be generated only for the key 
(IRAP) pcc frames. 
 
The remainder of this section is organized as follows: First subsection describes the 
patch generation and packing processes, which aim at determining how to best 
decompose the input point cloud into patches and how to most efficiently fit those 
patches into a rectangular 2D grid. Following subsection details the image generation 
and padding processes, which transform the point cloud geometry and texture 
information into temporally correlated, piecewise smooth, 2D images suited for coding 
using traditional video codecs. The processes of generating the auxiliary patch 
information and occupancy map are described in next coming subsections. The last 
subsection describes the smoothing module and the geometry and texture 
reconstruction processes. 
 
Patch Generation and Packing 
 
Leveraging traditional video codecs to encode point clouds requires mapping the input 
point cloud to a regular 2D grid. The objective is to find a temporally coherent low-
distortion injective mapping that would assign each point of the 3D point cloud to a cell 
of the 2D grid. 
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Maximizing the temporal coherency and minimizing the distance/angle distortions 
enables the video encoder to take full advantage of the temporal and spatial correlations 
of the point cloud geometry and attributes signals. An injective mapping guarantees that 
all the input points are captured by the geometry and attributes images and could be 
reconstructed without loss. Simply projecting the point cloud on the faces of a cube or 
on the sphere does not guarantee lossless reconstruction due to auto-occlusions (i.e., 
auto-occluded points are not captured), and generates in practice significant distortions. 
 
In order to avoid such limitations, V-PCC decomposes the input point cloud into a set of 
patches, which could be independently mapped, through a simple orthogonal projection, 
to a 2D grid without suffering from auto-occlusions nor requiring re-sampling of the point 
cloud geometry. Furthermore, the patch generation process aims at generating patches 
with smooth boundaries, while minimizing their number and the mapping distortions. In 
order to resolve this NP-hard optimization problem, V-PCC applies a heuristic 
segmentation approach that is described in Figure 3-6. 
 
 

 
Figure 3-6: Overview of the V-PCC Patch Generation Process 

First, the normal at every point is estimated as described in [5]. An initial clustering of 
the point cloud is then obtained by associating each point with one of the six-unit cube-
oriented planes. More precisely, each point is associated with the plane that has the 
closest normal (i.e., maximizes the dot product of the point normal and the plane 
normal). The initial clustering is then refined by iteratively updating the cluster index 
associated with each point based on its normal and the cluster indexes of its nearest 
neighbours. The final step consists of extracting patches by applying a connected 
component extraction procedure. 
 
The packing process aims at mapping the extracted patches onto a 2D grid, while trying 
to minimize the unused space and to guarantee that every T ×T block (e.g., 16×16 block) 
of the grid is associated with a unique patch. V-PCC uses a simple packing strategy that 
iteratively tries to insert patches into a W × H grid. W and H are user defined parameters, 
which correspond to the resolution of the geometry/texture images that will be encoded. 
The patch location is determined through an exhaustive search that is performed in 
raster scan order. The first location that can guarantee an overlapping-free insertion of 
the patch is selected and the grid cells covered by the patch are marked as used. If no 
empty space in the current resolution image can fit a patch then the height H of the grid 
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is temporarily doubled and the search is performed again. At the end of the process, H 
is reduced so as to account only for the used grid cells. 
 
Image Generation & Padding 
 
The image generation process exploits the 3D to 2D mapping computed during the 
packing process to store the geometry and texture of the point cloud as images. Figure 
3-7 shows an example of generated geometry and texture images. 
 

 
Figure 3-7: Example of geometry (left) and texture (right) images 

In order to better handle the case of multiple points being projected to the same pixel, 
each patch is projected onto two images, referred to as layers. More precisely, let H(u, 
v) be the set of points of the current patch that get projected to the same pixel (u, v). The 
first layer, also called the near layer, stores the point of H(u, v) with the lowest depth D0. 
The second layer, referred to as the far layer, captures the point of H(u, v) with the 
highest depth within the interval [D0, D0 +Ű ], where Ű is a user-defined parameter that 
describes the surface thickness. 
 
The padding process aims at filling the empty space between patches in an attempt to 
generate a piecewise smooth image that may be better suited for video coding. V-PCC 
uses a simple padding strategy, which processes each block of T ×T pixels 
independently. If the block is empty (i.e., all its pixels belong to the empty space), then 
the pixels of the block are filled by copying either the last row or column of the previous 
T × T block in raster order. If the block is full (i.e., does not contain any empty pixels), 
nothing is done. If the block has both empty and filled pixels, then the empty pixels are 
iteratively filled with the average value of their non-empty neighbours. 
 
Auxiliary Patch and Block Information Coding 
 
In order for the decoder to be able to reconstruct the 3D point cloud from the geometry 
and texture images, the following patch/block metadata information is encoded in the 
bitstream: 
 
ω For each patch, the index of its projection plane, its 3D location, and its 2D 

bounding box. 
ω For each T ×T block, the index of the patch to which it belongs. 
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The patch metadata is predicted and arithmetically encoded. The block to patch 
mapping information, is encoded as follows: 
 
Let L be the ordered list of the indexes of the patches such that their 2D bounding box 
contains that block. The order in the list is the same as the order used to encode the 2D 
bounding boxes. L is called the list of candidate patches. The empty space between 
patches is considered as a patch and is assigned the special index 0. This patch is also 
added to the candidate patches list of all the blocks. Let I be the index of the patch to 
which the current T × T block belongs to and let J be the position of I in L. Instead of 
explicitly encoding the index I, its position J is arithmetically encoded. This can lead to 
better coding efficiency. 
 
Smoothing and Geometry/Texture Reconstruction 
 
The smoothing procedure aims at alleviating potential discontinuities that may arise at 
the patch boundaries due to compression artefacts. The implemented approach moves 
boundary points to the centroid of their nearest neighbours. The point cloud geometry 
reconstruction process exploits the occupancy map information in order to detect the 
non-empty pixels in the geometry/texture images/layers.  
 
The 3D positions of the points associated with those pixels are computed by leveraging 
the auxiliary block/patch information and the geometry images. More precisely, let P be 
the point associated with the pixel (u, v), let (d0, s0, r0) be the 3D location of the patch 
to which it belongs, and let (u0, v0, u1, v1) be its 2D bounding box.  
 
P could be expressed in terms of depth d(u, v), tangential shift s(u, v), and bi-tangential 
shift r (u, v) as follows: 
 

ω d(u, v) = d0 + g(u, v) 
ω s(u, v) = s0 ī u0 + u 
ω r (u, v) = r0 ī v0 + v 

 
where g(u, v) is the luma component of the geometry image. 
 
V-PCC Performance Evaluation 
 
Figure 3-8 a-c shows the results of the subjective evaluation for three dynamic 
sequences compressed with V-PCC, against the anchor at different bitrate points. 
During the subjective evaluation, uncompressed point clouds were shown as hidden 
reference, thus the bitrates shown for ñuncompressedò in Figure 3-8 do not represent 
actual bitrates, but the respective target bitrate point of the test point. 
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Figure 3-8: Subjective evaluation V-PCC results for RedandBlack (a), Soldier (b), and Longdress (c). 

 
The benefits of V-PCC over the anchor in terms of visual quality are clearly visible and 
in line with the objective evaluation results, e.g. as shown in Figure 3-9: Even at the 
lowest target point, reasonable quality was achieved, and already at the third target point 
the achieved quality was close to the uncompressed data. Depending on the sequence, 
this means compression factors between 1:100 to 1:500 are feasible. Thus, this 
approach was selected as the basis for the test model for this category. 
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Figure 3-9: Objective metric RD-curves for sequence Soldier. 
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Figure 3-10: Original (uncompressed) and reconstructed point clouds for sequences RedAndBlack at 3.5 MBit/s 

(top), and Soldier at 11 MBit/s (bottom) (a) Original (b) Anchor (c) V-PCC (d) Original (e) Anchor (f) V-PCC. 

 
Standardization Status of V-PCC  
  
As ISO/IEC 23090-5 is closing in on to its publication as an international standard, this 
first V-PCC implementation is an important asset to prove its relevance to the public. 
The V-PCC AR playback application source code has been made available to the public 
and will be further developed as the V-PCC standard has reaches codec stability. 
 
In the meantime, activities on efficient storage and streaming of V-PCC data have 
started. Again, these are benefiting from the underlying 2D video coding structure and 
utilising existing 2D video coding infrastructure solutions. For example, it is feasible to 
store each V-PCC video track as a separate track in the ISO base media file format 
(ISOBMFF). The auxiliary patch information is stored as timed metadata track and 
combined with the video tracks as a V-PCC GroupListBox. This box provides the list of 
all tracks of the V-PCC content. Thus, a flexible V-PCC content configuration supporting 
a variety of client capabilities, e.g. multiple versions of encoded data components, can 
be stored in a file. Such content configurations can also be stored in an MPEG-DASH 
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manifest (MPD) for dynamic adaptive streaming of V-PCC data over current video 
delivery infrastructure. 
 

3.1.1 Reference Architecture 
 
The reference architecture for the final demonstrator using DSL is under planning and 
design. Nokia is participating in MPEG standardisation work using the learnings of the 
current version of the demonstrator. The standardisation work status and the maturity of 
the DSL tool-set are impacting the time-schedule of DSL reference architecture design 
and studies. 
 

3.1.2 M24 Partial Demonstrator 
 
Current Nokiaôs V-PCC player can decode and render MPEG V-PCC coded bit streams 
in real-time. An early version of Nokiaôs V-PCC application was presented as VIP internal 
Nokia demo at the Mobile World Congress 2019 in Barcelona. The current version has 
been showed at the International Broadcasting Conference (IBC2019, September 13-
17, 2019) in Amsterdam. The V-PCC playback application source code has been made 
available to the public as reference: Nokia Technologies, ñVideo Point Cloud Coding (V-
PCC) AR Demo,ò https://github.com/nokiatech/vpcc. This source code includes 
architecture and all features of M24 partial demonstrator. 
 

3.1.2.1 M24 to M36 GAP 

 
V-PCC is expected to be delivered as an international standard ISO/IEC 23090-5 in mid 
2020, with the accompanying technologies for storage and streaming (ISO/IEC 23090-
10) shortly after. This real-time V-PCC system intends to promote the standard and 
highlight its importance for next-generation immersive media applications. We expect a 
follow-up application demonstrating real-time V-PCC AR streaming before the 
finalisation of the respective standards. 

3.2 Use Case 2 in FitOptiVis 

Demonstrated Technology WP in 
FitOptiVis 

Role in Demonstrator Date for 
demonstration 
(M24/M36)    
 

Reference architecture planning and 
designs 

WP2 Provide the reference 
architecture of the 
demonstrator 

M36 

Parallelization of selected V-PPC 
algorithms  

WP3 Speed up the 
compression methods 

M36 

Real-Time monitoring of the whole V-
PCC system 

WP4 System level 
optimizations 

M36 

 
 
 
 
 

https://github.com/nokiatech/vpcc
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3.3 Use Case 2 Metrics 

3.3.1 User Needs 
 
User Need Validation method Status   

 

Efficient 3D scene description  Demonstration. Compare 
performance parameters with 
previous generation. Evaluation by 
image quality experts and end 
users 

Partial: 
End users have evaluated 
initial results and given the 
feedback for development 
persons. 

Efficient compression of point 
cloud of the 3D object 

 
 

Demonstration. Compare 
performance parameters with 
previous generation. 

Pending 

Efficient delivery/streaming of 
point cloud data 

 

Demonstration. Compare 
performance parameters with 
previous generation. 

Pending 

Efficient rendering of static and 
dynamic point clouds on power-
limited mobile device 
 

 

Demonstration. Ask the user for a 
score (1-5) how well rendering is 
controlled. 3 or higher is 
considered Passed. 

Pending 

User interaction 

 
Demonstration. Review by User 
Interaction elements. Ask the user 
for a score (1-5) how well user 
interactions are controlled. 3 or 
higher is considered Passed. 

Partial: 
End users have evaluated 
initial results and given the 
feedback for development 
persons. 

 

3.3.2 Use Case Requirements 
 
ID Use Case Requirement Verification method Status   

 

A1 Mobile phone with wireless 
network connection with at 
least 8 MBit/s bandwidth. 

Check that predicted bandwidth 
is available to the user 

Partial: Initial test done. 

A2 Mobile phone with storage 
capacity of at least 1 GB. 

Check that predicted storage 
capacity level is available to the 
user 

Partial: tested via trials. 

A3 Mobile phone supporting 
rendering of at least 1 Million 
points per frame at 30 fps 

Check that the accepted 
rendering processing level is 
available to the user 

Pending 

B1 Pinch-to-zoom interaction Check that the predicted zoom 
interaction can be executed in 
sufficient level for the user 

Pending 

B2 Object rotation and translation 
interaction 

Check that the predicted 
rotation and and translation 
interactions can be executed in 
sufficient level for the user 

Partial: tested via trials. 
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ID Use Case Requirement Verification method Status   
 

B3 Collaboration feedback Ask end user feedbacks for 
selected cases 

Pending 

F1 Encode and encapsulate 
volumetric video object 

Check that identified encoding 
systems and parameters are 
provided for the application 

Pending 

F2 Receive and decode 
encapsulated volumetric video 
object  
 

Check that identified decoding 
system  parameters can  be 
provided for end-user 
application 

Pending 

F3 Visualize decoded volumetric 
video object 

Check that system will adapt to 
ǳǎŜǊΩǎ ƴŜŜŘǎ ƛƴ visualization 
phase 

Pending 

F4 Record user interactions and 
transmit to collaborator 

Measure difference between 
predicted and actual for 
selected interaction case 

Pending 

NF1 System should be capable of 
switching between inputs  
 

Measure difference between 
predicted and actual for 
selected test cases 

Pending 

P1 Real-time playback of ~1M 
points at 30fps 

Measure difference between 
predicted and actual for 
selected playbacks 

Pending 

P2 Latency of max 1s for 
collaboration feedback 

Measure difference between 
predicted and actual latencies 
for selected playbacks 

Pending 

 

3.4 End user feedback and recommendations 

 

During the Y1 end-user board meeting held in Eindhoven on September 10th, 2019 the 

following topics were discussed. We include our comments as of the writing of this 

document. 

 
 
9ƴŘ ¦ǎŜǊ .ƻŀǊŘΩǎ /ƻƳƳŜƴǘǎ Comments/Actions/Views/Reactions 

 
 

Latency requirement should be better defined, 
since it is expected to be a stringent constraint. 
  

Nokia is working the latency requirements at a very 
detailed level in this Use Case. 

Is there any reconfigurability among edge and 
cloud? What does it need? How is it exploited? Is 
it affordable (see latency constraints above)? 
 

Nokia is studying the edge and cloud solutions, but 
they are not focus areas in this Use Case. 

Are we missing something? I think Data fusion 
approaches should be improved. 

 

Data fusion techniques can be used in the selected 
areas and use cases. 
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9ƴŘ ¦ǎŜǊ .ƻŀǊŘΩǎ /ƻƳƳŜƴǘǎ Comments/Actions/Views/Reactions 

 
 

Which should be relevant for the FitOptiVis VR 
case? Use of holographic technology for immersive 
experiencing 

 

Nokia has not studied the holographic technology 
for immersive use cases. 

Buzz potentials? Telesurgery  in medicine Yes. This is very potential area but needs a lot of 
investments and new competencies. 

New business models areas inside VR use case? 
Which models are relevant for the FitOptiVis VR 
case? Pay per use 

Pay per use is one potential buzz model. 
 
 

One of the needs we are ƳƛǎǎƛƴƎ ƛǘ ƛǎ ŀ άǊŜŀƭ-ǘƛƳŜέ 
response just for those situations related to virtual 
assistance character, for instance, where a real-
time response is. Of course, in the needs related to 
άŜŦŦƛŎƛŜƴŎȅέ ŀƴŘ ƛƳǇǊƻǾŜŘ ¦· ƛǎ ƛƳǇƭƛŎƛǘƭȅ ŀ ǉǳƛŎƪ 
response of the system, but does that imply RT? 
 

Nokia will consider different aspects of real-time 
responses since we are doing the standardization 
activities in this domain. 

New buzz potentials? Education. The education is 
going increasingly towards an online approach and 
remote assistance. VR could be a key for 
developing technical and social skills thought 
virtual scenarios. One of the important points in 
the classroom education is the social factor and 
the need of interacting with the classmates or 
teachers. In the educational online approaches, 
that is missing, but it could be used a strong virtual 
environment for recreating it. Also, this could be 
used as therapy for certain social or mental 
disorders in a studied way depending of the needs 
or degree of the patient. 

Nokia has identified the education domain as 
potential business area.  

tǊƻōŀōƭȅ ǇŀǊǘ ƻŦ ǘƘŜ ŜŦŦƛŎƛŜƴǘ ŘŜƭƛǾŜǊȅΣ ōǳǘ LΩƳ 
missing the latency here.  For example, when using 
it for training in a situation where hand-eye 
coordination is important.  Mobile devices are not 
only power limited, but also speed (various 
generations of mobile devices).  

The latency challenges will be studied in this Use 
Case in the detail mode. 
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4 Use Case 3 - Habit Tracking 

4.1 Full Demonstrator Description 

4.1.1 Introduction 
The demonstrator of the UC3 will show how the system is able to identify the activities 
carried out at home. There will be a camera in each room. As a result, the information 
will be coded and processed accordingly, so that the caregiver can have a clear view of 
the status/performance of the monitored person.   
 
This information will serve to take measures accordingly to change the life style and thus 
improve the quality of life.  Expected TRL = 5/6. 
 
This is done with cameras, telemedicine modules and other devices connected to the 
network through TSN. 
 
The images collected by the cameras will be analysed in real time using neural networks 
capable of: 
1. Inferring actions carried out by the monitored person. 
2. Facial recognition. 
 

Telemedicine modules and other possible devices will share the same network to send 
data. Under no circumstance will images be sent outside the user's local network in 
order to preserve the privacy of sensitive data. 

Figure 4.1 shows the architecture for the UC3 - Habit Tracking with its different modules: 

 

Figure 4-1 UC3 - Architecture 

Regarding the action recognizer, this module will monitor the actions performed by the 
person using as input the video stream from a camera, in an indoor scenario. The 




































































































































































